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September 1983

Annual Report for AFOSR-81-0205

1. OBJECTIVES

The goal of this project is to help build the conceptual

foundations underlying distributed information systems. A new

area in computer sciences is characterized by a wealth of

papers, conferences and buzzwords, because it takes time to

develop the few concepts which form the basis for many apparently

distinct ideas: this project is concerned with identifying

these concepts and then demonstrating that many practical

problems can be solved as special cases.

Our work in distributed systems proceeds in 3 steps:

Step 1: What is truly fundamental?

Identify the problem (or concept, or paradigm) that

subsumes a number of apparently distinct ideas. This is,

in many ways, the most creative part of our work.

Step 2: Solve the fundamental problem.

Develop efficient algorithms to prove the correctness

of the fundamental problem and prove its correctness.

Step 1: Apply the solution to the fundamental problem to

many practical problems.

In this step we demonstrate that solutions to many impor-

tant problems can be derived as special cases of the funda-

mental unifying concept.

We next give some examples of the work carried out in

the last year.

Approved for publio release;
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2, WORK IN '83 - '84 Chief, TOch" Cal Infomat1on Divlilon

2.1 Stable Properties in Distributed Systems

There have been over 20 papers published on detecting

deadlock in distributed systems [20,26,271, detecting termi-

nation [28], counting the number of "tokens" in a ring [61 etc.

Several of the published algorithms have been shown to be

incorrect. Here was an area with many papers, tremendous

diversity, a great deal of complexity but no common concepts. I.

Step 1: What is truly fundamental? "

All the properties that are detected in the papers cited

above are stable in the sense that once a system possesses a

stable property it continues to possess that property there-
I,

after. Once a computation has terminated, we may assert there-

after that it has terminated. Once a system has deadlocked,

we may assert thereafter that it has deadlocked. The single

unifying concept underlying all detection algorithms is the

stable property.

Step 2: Algorithm to solve the fundamental problem.

A stable property is a property of the state of the system.

Thus, the problem is to detect the state of a distributed

system. The difficulty is that in the absence of a global

clock, all the processes in a distributed system cannot take

a snapshot of their states and channels at precisely the same

instant.

Chandy and Lamport developed an algorithm which allows a

distributed system to detect its global state [ 7 ].
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Step 3: Applications: Special cases of the fundamental concept.

We are now showing that all the published work on detec-

tion of properties of distributed systems can be derived as

special cases of our state-detection algorithm. Special cases

include detection of deadlock in data bases, deadlock in comn-

munication systems and termination in distributed systems.I

2.2 Sharing Resources in Distributed Systems

There have been a very large number of papers written on

mutual exclusion, multiple copy consistency, resource sharingc

in distributed data bases and the dining philosophers problem.

Here too there seems to be no single common thread unifying,

what appears to be, many disparate ideas.

Step 1: What is truly fundamental?

The problem is this: resources which cannot be shared

simultaneously by 2 or more processes must be shared over time

- i.e. one process uses the resource for a while and relin-

quishes it and then another process uses it, and so on.

We think the fundamental paradigm is as follows: A

network of processes share resources which are represented

by colored tokens. A network may contain an arbitrary, but

fixed number of tokens of a given color. From time to time

a process requests a set of tokens - for instance: 2 red

tokens, 3 black tokens ... After a process gets the requested

tokens it holds it for some finite time and then releases it.

After a process requests a set of tokens it may not request
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another set until it has released the previous set. The prob-

lem io to find an efficient solution which ensures that every

process desiring a set of tokens receives it in finite time.

This problem subsumes the dining philosophers' problem, the

mutual exclusion problem and most distributed resource manage-

ment problems.

Step 2: Algorithms to solve the fundamental problem.

We have devised a scheme based on partial orderings of

processes to solve the problem. The basic idea is this - for

some time we give one process priority over another and then

by reversing priorities over the long term we achieve symmetry

over the long term though every state is asymmetric [8 ].

It has been shown [23] that it is impossible for an ensem-

ble of perfectly symmetric processes in a symmetric global

state to resolve conflict. Therefore the study of conflict

resolution is one of asymmetry introduction. Traditionally

asymmetry is introduced (1) by a central process, which

resolves all conflicts or (2) by resorting to probabilistic

decision making by individual processes or (3) by assigning a

static global priority to each process. All traditional non-

probabilistic solutions distinguish processes, either by having

specialized processes or by ordering process id's.

We have devised an efficient, fair, symmetric solution

to the dining philosopher and mutual exclusion problems by

initially introducing asymmetry through judicious placement

.~.) 1



Air Force Annual Report AFOSR 81-0205 September 1983
page 5

of resources and maintaining asymmetry during computation [8].

The notion of asymmetry introduction is so fundamental that

without its recognition the general problem of resource sharing

cannot be solved.

Step 3: Applications - special cases of the fundamental concept

We have applied our solution to genera] resource management,

mutual exclusion and the dinining and drinking philosophers'

[81 problem.

2.3 Verification of Distributed Systems

Here too a great deal of work has been done; see [25] for

a summary.

Step 1. What is truly fundamental?

A distributed system consists of processes "hooked together"

via channels. The critical question in the verification area

is: Are the processes hooked together correctly? In other

words, how can one prove that the network of processes will

do what it is specified to do, given the specifications of

the component processes? We think that the most important

problem in the verification of distributed systems is modu-

larity: how can one build large modules from small modules,

or equivalently, how can one decompose a complex model into

simpler ones?

Our view is different from earlier methods where a

distributed system is thought of as a program. We think of

a distributed system in a more abstract manner as a static

network interconnecting processes specified in some mathe-
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matical notation - our focus is on levels above program

statements.

Step 2: Solving the fundamental problem.

We specify each process in terms of a predicate describing

what the process expects of its environment and another predi-

cate describing what the process guarantees to its environment.

We have a simple way of determining whether what a process

assumes about its environment is guaranteed by the collection

of all processes [4,5].

Step 3: Applications.

Most of the last year has been spent on step 3: showing

how our modular proof technique can be used to solve practical

problems. One of the doctoral students supported on this

program, Marty Ossefort, has applied this technique to VLSI

systems, communication protocols and local area networks

[9,10,24].

A survey of proof methods by two British computer scien-

tists found our method to be elegant and useful.

2.4 Performance Analysis

A student (Elizabeth Williams) completed her Ph.D in

this area. Williams built a distributed test-bed simulator

and studied a number of scheduling algorithms [29).

A $~- .. i
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Uses of Travel Funds

Dr. Chandy was a member of the program committee on

"Principles of Distributed Computing" in 1983; PODC is the

premier conference in this area. Dr. Misra is the program

chairman for PODC in 1984. Travels to the conferences and

attendance at program committee meetings were paid from

grant funds.
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Update to Last Year's Annual Report (see attached)

Item 1. Distributed Computation on Graphs: Shortest Path Algorithms,

Appeared: Communications of the ACM
Volume 25
Number 11
November 1982
pp. 833-837

Item 2. A Distributed Deadlock Detection AlgoriL.,:s and Its Correctness
Proof,

Appeared: New title: Distributed Deadlock Detection
AC!M Transactions on Computer Systems
Volume 1
Number 2

May 1983
pp. 144-156

Item 3. A Distributed Graph Algorithm: Knot Detection

Appeared: ACM Transactions on Program.ning Langu..,es and Systems
Volume 4
Number 4
October 1982
pp. 678-686
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